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Background and Motivation
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A Phylogenetic Tree tells us how species are related to each other, based on their DNA Select Build
sequences i
9 Candidates Result
Metabarcoding Place Query Evaluate
Using new sequencing technologies, we can obtain sequences from samples without Sequence Selected
knowing what species we sequenced from (e.g. when sequencing any/all DNA content of everywhere Branches
a sample) Idea
Query sequences pass through a pipeline, first we select promising insertion
Applications so far: branches in the tree, then we evaluate placements on this subset reduced number
- Profiling of environmental bacterial communities of branches more thoroughly
- Correlations between bacterial profiles of human microbiomes and human health
- Detection of possible novel species If properly balanced, all ranks always have work, and the memory footprint is
distributed across many cores.
Phylogenetic Placement is the most reliable way of determining what we sequenced Sources of imbalance are not easily predictable, they depend on:
- how many branches will qualify as "candidates" for thorough investigation
- numerical optimization (e.g. Newton-Raphson, BFGS) convergence speed
Phy|ogenetic Placement - proportion of candidate branches that are at the leafs of the tree
Advantages
Input Data - Sequences in chunks -> limited memory consumption
Phylogenetic placement [1, 2] takes as input: - Every core is always working (as opposed to classical map-reduce)
. . - Communication can be overlapped with computation
e A multiple sequence alignment of reference sequences (e.qg., the 16S or _ Memory footprint can be spread across many cores
a similar barcoding gene)
. . Challenges
® A species tree (usually inferred from the reference sequences) _ Pipeline needs to be balanced
® Aligned query sequences (e.qg., IIIunlg'eads) [3] \ _ Code complexity relatively high
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: L Query sequences - ~4-fold sequential speedup compared to to previous implementation
i - comparable shared-memory scalability
J - cluster version can handle large trees (tested with 10k species) efficiently
- dynamic pipeline balancing improves parallel efficiency significantly
Placement Algorithm compared to a static schedule
The algorithm calculates the most likely (via maximum likelihood) insertion position for m Parallel Efficiency
every query sequence on the reference tree. The resulting assignment of a query S
sequence to a branch is called a "placement". o 07
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With some precomputations for the reference tree, the likelihood score for each branch
and sequence combination can be computed independently.

This means, the basic placement procedure is almost embarrasingly parallel. m

o o ] _ While the current pipeline balancing algorithm works well, there is room for
However, advanced heuristic and statistical techniques do require reduce-type improvement.

operations for every query sequence, such that confidence scores can be calculated.

Complete Pipeline: Placement requires aligned sequences, as opposed to competitors

Thus, a map-reduce style approach might work in principle, however CPU utilization like BLAST (sequence similarity search). Alignment is the bottleneck (~100 times
would be low during the reduction phase. Communication bottlenecks would also be an slower than Placement)

Issue. Further, multi-stage versions of the algorithm can have imbalanced workload

between stages, possibly leaving many cores underutilized. Placement can have good synergy with Phylogeny-Aware Alignment [3] methods

that operate on Reference trees and alignments

A further challenge is the memory footprint, which can become prohibitively large
with large reference trees (>10k species).
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PEPA (my implementation of [2]) will (soon) be available at https://github.com/Pbdas/epa
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